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Text as an image is analyzed in the human visual analyzer. In this case, the image is scanned along the
points of the greatest informativity, which are the inflections of the contours of the equitextural areas,
into which the image is roughly divided. In the case of text analysis, individual characters of the alphabet
are analyzed in this wayNext, the text is analyzed as repetitive language elements of varying
complexity. Dictionaries of level-forming elements of varying complexity are formed, the top of which is
the level of acceptable com-patibility of the root stems of words (hames) in sentences of the text, that is,
the semantic level. The level of semantics represented by pairs of root stems is virtually a homo-
geneous directed semantic network. Re-ranking the weights of the network vertices corresponding to
the root stems of individual names, as occurs in the hippocampus, makes it possible to move from the
frequency characteristics of the network to their semantic weights. Such networks can be used to
analyze texts that represent them: one can compare them with each other, classify and use to identify
the most significant parts of texts (generate abstracts of texts), etc.
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1. Introduction and language models survey

Today, neural networks show resounding success in the analysis and synthesis of
natural language, both written and spoken. One can have academic discussions with a
computer assistant, quickly find the information needed or even voice own text in the voice
of your favorite celebrity. Such advances have been made possible by neural network
models obtained in natural language modeling that are able to learn from examples. The
main task of language models is to predict any linguistic units, be it the next word in a
sentence, the next character, part of speech, etc. To make such a prediction possible, it is
necessary to split the text into a sequence of such units (their numerical representation is
called tokens), group them with each other in some dependencies and evaluate the neural
network confidence levels for the units of interest to us [1]. With the right dataset, models
can be trained to make such predictions making the most of their capabilities. And an
already trained model, if it has really learned, is able to predict new data. Almost all tasks
of natural language processing are thus reduced to the task of processing a numerical
sequence

1.1. Data sources for training language models

Language is a complex phenomenon; that’s why really good language models are
large. They contain billions of trainable parameters [2]. To train and evaluate the
performance of language models, large datasets are needed that contain text in natural and
(sometimes) artificial languages. The sources for these texts are:

« digitized books: for example, BookCorpus [3] set of 11 thousand books (5Gb) or
Project Gutenberg [4] of about 70 thousand books of various genres.

* Online encyclopedia Wikipedia [5], the feature of which is the presence of similar
texts (21Gb) in a large number of languages, which is essential for creating multilingual
models.

» Links and texts of the largest social network Reddit: these include the publicly
unavailable set WebText [6] and the publicly available OpenWebText [7] (38Gb)), as well
as the constantly updated PushShift.io [8] (2Tb) that also has convenient tools for data
search, aggregation and analysis.

* and, of course, Internet web-pages collected, for example, in the CommonCrawl
database [9] containing about a petabyte of data, although of low quality. Filtered versions
of this base can already be used for training language models, such as the C4 multilingual
set [10] (800Gb) or REALNEWsS [11] (120Gb), etc.

It should be noted that language models for English have the best quality; but for
other languages, there are also language models and data sets for their training, for
example, the National Corpus of the Russian language [12].

For more specific tasks, own sets can be used; for example, to simulate an artificial
programming language, one can use the corresponding GitHub or StackOverflow code
storages, on the basis of which the BigQuery data set [13] was created, containing common
code parts in various programming languages. And for modeling the “chemical” language
(the language of molecular compounds), the ChEMBL database [14] can be used, which
allows predicting and synthesizing new chemical compounds [15]. However, we note that
the main progress of language models is observed in the field of natural language
processing, while the rest of the areas inherit the developments obtained in this field.
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1.2. Basic blocks of neural network language models

Any neural network (and language models are no exception) consists of
interconnected computational layers.

Three broad classes of neural network architectures are used to process language
sequences: these are convolutional neural networks, recurrent networks and attention-based
networks, which are often used together.

Below is a brief description of such architectures without details; for selected
architectures, simulation results on the WikiText-103 set are provided. Perplexity and (less
often) other metrics for assessing the performance of language models are provided. The
definition and method of computation of these metrics can be found in detail in [16]. To
date, the minimum achieved perplexity on this set is 10.6 units.

1.2.1.Convolutional neural network

A convolutional neural network is based on layers that perform the operation of
convolution of the input array with a kernel — an array of trainable parameters. Unlike a
dense layer, which assigns its own weight (training parameter) to each input element, in
convolutional layers, the weights are reused for different inputs and the kernel has much
fewer training parameters. This significantly simplifies the training of convolutional neural
networks in comparison with fully connected ones. Traditionally, two-dimensional
convolutions are considered for image processing tasks, since the two-dimensional
representation is natural for them. But in text or speech processing, one-dimensional
convolutions are more often used, since the convolution there is performed along the time
axis. Such networks are called Temporal Convolution Networks (TCNSs). Technically, they
do not differ from any other types of convolutions and, of course, use all the advantages of
the latter [17]. In particular, padding techniques [18] are widely used, when input arrays
are supplemented with dummy items, so that the output array is of the required size (after
all, the convolution operation reduces the size of the array). The stride technique enables
skipping some possible outputs of the convolution, thus reducing the computation volume,
but not greatly affecting the accuracy of the solution.

An important technique that has become widespread in text and sound processing
tasks is dilated convolution, when not all input elements in a row are taken to perform the
next convolution step, and gaps can occur, for example, when every second or fourth
element is taken. The main advantage of this technique is that now the output element is
responsible (depends on) for a longer time window, requiring a significantly smaller
computation volume. Distributions with a power of two [19] are especially widely used for
speech processing. An important difference between TCN networks and classical
convolutions is that they use only casual convolutions, i.e., those, in which the current
element of the output sequence is predicted depending only on the current and past
elements of the input sequence, but not future ones. This is achieved by shifting the
indexes of the elements in the sequences.

In general, convolutional networks turned out to be quite successful in natural
language modeling tasks; thus, the GCNN-8 convolutional network [20] with an additional
“gated” layer that regulates the amount of attention to each input element showed in 2017 a
perplexity slightly higher than 30 units, which competes with the results of recurrent
networks.
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1.2.2.Recurrent neural network

In a recurrent network, neurons or layers of neurons also accept as inputs the
previous outputs of the neural network or its other layers, memorized from past time steps.
In recurrent networks obtained from ordinary fully connected layers of neurons, it is
difficult to evaluate the gradient of the error function by parameters necessary for network
training. The gradient decreases significantly (or vice versa, increases significantly) over
time, when moving to subsequent time steps. To deal with this phenomenon, gated
recurrent neural networks [21] are used: LSTM (long short-term memory) [22], GRU
(Gated recurrent unit) [23] and the like.

In recurrent gated networks, the factor of forgetting information from previous time
steps, as well as the factor of adding new information for the current step, is regulated
through the use of multiplier gates. The forgetting gate receives input, i.e. past information
and multiplies it by a factor from 0 to 1, thereby simulating forgetting. This factor itself is
trainable: it is the output of a conventional fully connected neuron with an activation
function of the sigmoid type [24]. By changing the weight coefficients of such a neuron
during the training process, the forgetting factor is also changed (i.e., is regulated). If the
factor turns out to be close to one, then past information is practically not forgotten, and
the gradient will be relatively large. Gates for adding new information from the current
time step are similarly arranged. Various combinations of gates produce various gate
networks; thus, 4 different trained neurons for gates are used in classical LSTM networks,
and 3 in GRUs. There are thousands of modifications of such gate networks [25]; however,
in practice, variations of LSTMs and GRUSs are usually used (including bidirectional ones),
when the sequence is processed simultaneously both left-to-right and right-to-left, which
improves processing in cases where there is a connection between current samples and
subsequent ones (and this is obviously the case for text or speech sound), for example, Bi-
LSTM networks [26].

The version of the LSTM network with additional changes in the activation function
and learning rules in [27] showed a perplexity of less than 30 units, reducing it by 18
points compared to the unmodified LSTM [28], which was the minimum published value
for that period of time (2018), while the convolutional variants (namely TCNs) of the
published language models of this period [29] yields a perplexity of about 45 units.

1.2.3. Attention mechanism and transformer type networks

In convolutional networks, the current element of the output sequence is affected by
a small number of past elements of the input sequence. This holds true for recurrent
networks as well, but a few more past elements of the output sequence are added to this.
But in practice this is not always the case. Some samples do not affect others at all (such as
silence in sound); some have a strong effect only on adjacent samples, and others on far-
distant samples. It would be desirable to model such influence directly. For this, the
attention mechanism [30]: was proposed: each sample is evaluated in terms of the strength
of its connection with all other samples. This mechanism is trainable, so it is possible to
regulate, through training, the influence of samples on each other. Such influence of
samples (the so-called “attention”) can be established both between different sequences
and for samples of the same sequence (self-attention). A variant of the self-attention
mechanism implementation can be briefly described as follows: elements of the input
sequence (these are vectors) are converted into three vectors Key, Query and Value
through multiplying by trainable matrices. Then the scalar products of the Query from one
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sample with all the Keys of other (including the current) samples are found; with softmax
activation, these numbers are converted into numbers in the range from 0 to 1: these are the
degrees of influence of the samples on the current one. The Value vectors of all samples
are multiplied by these degrees of influence and added together to obtain the current
element of the output sequence. This is repeated for all samples of the input sequence.
Such a mechanism transforms the input sequence into an output sequence, where the
values of the influence of samples are taken into account, and the transformation matrices
are trainable and can be adjusted to the sets of training data. Then these transformed
sequences are used to solve recognition or synthesis problems.

Based on the attention mechanism, the architecture of the neural network
Transformer [30] was created, which consists of two connected parts: an encoder and a
decoder. During the training process, the Encoder receives an input sequence (for example,
a text in one language), processes it with a self-attention mechanism, and the resulting
sequence enters the Decoder. The Decoder receives the output sequence (for example, a
text in another language; it is known during training), processes it with a self-attention
mechanism, and processes the resulting sequence with a mutual attention mechanism with
the output of the Encoder. For the resulting sequence, the confidence levels of tokens
(sample values) are evaluated, which, during training, should have the maximum value for
those tokens that actually occurred in the output sequence in the current sample. Once
trained, such architecture can predict the most likely token of the output sequence and
thereby build it. It showed good performance in the tasks of processing text, sounds, etc.

Transformer-like networks have become so effective and popular that today almost
all language models are based on transformers [31], the number of variations of which is
huge. A large review of such models can be found in [32].

In 2018, the use of a transformer-like network with additional tricks for encoding
words [33] led to a significant jJump in quality: perplexity decreased from 30 to 18 units.

1.3. Pre-trained models

The language models are huge and require huge computational costs. It is not
possible for each researcher to train such models from scratch; instead, they use the
transfer learning approach, when a once trained model is reused to create and retrain their
models. Large companies or communities that can afford to train huge models make them
available, and all other researchers modify these models in various ways to suit their needs.
Among the largest model repositories, we note Hugging Face! , which provides a large
number of language models pre-trained for various languages and on various datasets and
provides tools for creating and training additional models.

1.4. Improving models

High results are achieved not only by changing the architecture of neural network
models, but also by increasing the variety of approaches, methods and data.

Below are ideas already implemented in the best architectures that are useful for
improving language models.

It is possible to combine supervised and unsupervised training procedures. Thus, for
example, in the BERT network [34] based on the Transformer encoder, some of the input
tokens are masked and the network learns to recover them. For such a procedure, only the

! https://huggingface.co/
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texts themselves are needed, without partition into classes. Then, the already partially
trained network can be further trained to solve other problems, for example, determining
the sentiment of the text; to do this, one only needs to add on several layers to it and retrain
them on the already marked-up (partitioned) data set [35].

Models can be trained to solve several problems at the same time, for which a certain
common part is allocated in the network, as well as a lot of add-ons for solving selected
problems with a composition error function. However, for the task of language modeling,
if we represent these tasks as predicting a certain sequence of characters, then the
architecture does not need to be changed: it suffices to change the encoding, i.e.
interpretation of these characters. For example, the task of translating a text is formulated
as the sequence (“Translate into English”, “text in English”, “text in Russian”), and the
task of answering a question for a given text is encoded as the sequence (“answer the
question”, “text”, “question”, “answer”). In the context of the model, all this is represented
as a sequence of numbers. This is how, for example, the GPT-2 model [36] works, which is
able to work with any sequences and showed a perplexity of 17.5 for the WikiText-103 set,
although it was trained on a different WebText set. Similarly, one can create multilingual
models that are trained to model multiple languages at the same time.

The main area for improving language models is to increase the diversity of data,
and, therefore, their volume, which leads to the fact that models must be large and contain
billions of trainable parameters. Their implementation requires high-performance
computers and special architectures that could take into account the limitations of
computers and parallelize the process into many such computers. A similar approach is
presented in the Megatron-LM?tool [37], with the help of which transformer-like models
can be effectively parallelized into many computers and achieve a performance of ~ 15
petaflop/s for large models (BERT and GPT-2), which in turn led to a decrease of
perplexity down to 10.8 units.

Such models will only increase in size; today, there are models with a trillion
trainable parameters, for example, [38] and [39]; but they are, of course, proprietary and
unavailable to ordinary researchers. In this context, research on the creation of computers
specially designed for massively parallel operations looks very promising; we note the
Cerebras-GPT project [40], in which a GPT-like network with tens of billions of
parameters was trained on a special Andromeda Al Supercomputer® with a performance of
about 120 petaflop/s.

2. Text processing by human

The processing algorithm of texts analysis in the human mind looks as follows. In the
process of learning to read, humans consistently learn to recognize characters of the
alphabet, words and sentences.

2.1. Structural processing of information in cortical columns

The columns of the cerebral cortex of the human brain perform structural processing
of information with the formation of hierarchies of dictionaries of images of events of
various degrees of complexity of various modalities [41, 42].

Zhttps://github.com/NVIDIA/Megatron-LM
3 https://www.cerebras.net/andromeda/
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2.1.1.Formation of dictionaries

The corpus of texts is subjected to statistical analysis, as a result of which its voca-
bulary components of various levels are revealed.

Fig. 1 shows multi-level hierarchical structure of event image dictionaries of the
same modality, where each level has many parallel sub-dictionaries connected with sub-
dictionaries of the next level according to the “each-with-each” pattern. Each level forms a
system of subdictionaries {B"i }jkm. Here i is a word in the subdictionary, j is the number
of the subdictionary at the level, k is the number of the level, and m is the number of the
modality.

|:| Analysis kth level

- =,

Figure 1. Multi-level hierarchical structure of event image dictionaries of the same modality.

In the process of learning, humans gradually move from recognizing fragments of a
separate character of the language alphabet — elements of the first level dictionary {Bi }1
to its perception as a whole — an element of the second level dictionary {Bi }2, a dictionary
of alphabetic characters is formed in their mind, that is, a dictionary of the graphematic
level. Next, humans learn to use the characters of the alphabet in their sequence in the
word. In their mind, a dictionary of inflectional structures of the word is formed — elements
of the third level dictionary {Bi }3, a dictionary of the morphemic level. Further, humans
learn to use inflectional structures in their sequence in a word along with root stems. In
their mind, a dictionary of the root stems of the word {Bi }4 is formed, that is, a dictionary
of the lexeme level. After achieving certain skills in the perception of words, humans begin
to perceive words as a single symbol based on the root stem.

After that, two more levels of dictionaries are formed: a dictionary of inflectional
structures of syntactic groups - elements of the fifth level dictionary {Bi }5, which ensures
the correct use of the text form, that is, a dictionary of the syntactic level; and then, at the
semantic level, a dictionary of acceptable pairwise compatibility of root stems, that is, a
dictionary of the semantic level {Bi }6.

After the process of perceiving words as whole symbols is completed, humans learn
to perceive words as symbols in their sequence in a sentence: that is, humans begin to
perceive the sentence as a whole.

2.1.2.Formation of a semantic network

The dictionary of pairwise compatibility of the stems of words is actually already a
semantic network, since pairs of words are combined by their identical words. In this case,
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a directed graph is formed, where the chains can have branches. The subsequent re-ranking
completes the process of building a semantic network, when we move from the frequency
portrait of the text to its semantic portrait (with weighted nodes and connections).

2.2. Formation of situation templates in hippocampal lamellae

In addition to the cerebral cortex, another brain structure that is essential for the
formation of the semantic network is the hippocampus. Hippocampal lamellae (sections
orthogonal to the long axis of the hippocampus) are responsible for storing information
about the relationships of event images stored in cortical columns within the framework of
entire situations. The pyramidal neurons of the CA3 field of the p-th lamella of the
hippocampus form an artificial Hopfield neural network [43], the weights of the synapses
of which store information about the association of images of events stored in the cortical
columns, related to a particular situation, within this situation (eqg.1).

Np=UiBi. (1)

The caret character [.]above the corresponding events in (1) is absent because in the
hippocampal lamellae it is not the dictionary elements that are combined into a network
(fragments of trajectories in a multidimensional space), but their text equivalents, indices.

Hippocampal lamellae receive information from the cortex columns [43]; here the
associative principle of addressing information also works. The entire stream of
information coming to the hippocampus through some switches from the cortex, comes at
the same time to all the lamellae of the hippocampus. But only those lamellae respond to
this stream that contain information about events, the images of which are present in the
input stream. The response is the greater, the stronger the association and the greater the
weight of the images of events in the cortical columns.

At each iteration of the interaction between the cortex and hippocampus, the CAl
field of the hippocampus (as a competitive network) generates the response of only one (or
given number of) hippocampal lamella that is the closest to the input situation.

But this is not the end: as a result of the response of the current lamella of the
hippocampus in the cortex in the column that initiated the process, additional training
occurs (as a result of the so-called long-term potentiation [44]. And at the next iteration,
the associative projection of the same situation on the hippocampal lamellae is changed
due to this additional training, and the next response of the lamellae changes.

After 15 to 20 iterations, the images of events included in the situation in the cortex
column will change due to additional training, which is initiated by the models of
situations stored in the lamellae of the hippocampus. Generally speaking, the models of
situations in the hippocampal lamellae also change. That is, this iterative process reorders
the cortical information about the events of the current situation in accordance with the
existing situation models stored in the hippocampus, and these situation models take into
account information about the current situation mapped as images of events onto the
cortex.

And since the CA3 field of the hippocampus works as an enormous auto-associative
recurrent memory across its length and width [43], many individual models of situations
Np that are stored in lamellae p, together with the Images of events stored in cortex
columns, form a single semantic network N on a multimodal model of the world stored in
the cortex columns (eq.2).

N =Up Np. (2

Problems of Artificial Intelligence 2023 Ne 3 (30) 11
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Here, it is not the detailed representation of the stored images that is important — this
is provided by the cortex — but contextual space-time connections of the images within
entire situations.

3. Analysis of written text by human

The language is a hierarchy of levels, represented by level-forming elements from
graphemes (the level of the alphabet elements) to pairs of root stems (the level of
representation of their admissible compatibility, that is, semantics). For simplicity
(ignoring the form details — morphology and syntax), this hierarchy can be divided into
two levels: at the first level, combinations of alphabetic characters in words (root stems of
words) are presented, and at the second level, combinations of pairs of root stems. In the
course of processing a specific text (corpus of texts), these dictionaries will be filled: the
first one with the root stems of words, and the second one with pairs of root stems. The
latter will be necessary to form a homogeneous semantic network. To form dictionaries of
level-forming units of the language of these two levels (root stems and pairs of root stems),
one needs neural networks based on neuron-like elements with temporal summation of
signals (unlike neurons with spatial summation traditionally used in various neural network
paradigms, including convolutional networks) to reflect the relationships of lower-level
elements in upper-level elements.

3.1. Structural analysis of digital text

In the minimum configuration, the structural analysis of digitized text is reduced to
the formation of dictionaries of only two levels instead of dictionaries of six levels: a
dictionary (1) of the root stems of words {Bi }4.and a dictionary (2) of pairs of root stems
of words {Bi }6.

We take the number of layers of an artificial neural network based on neural-like
elements with temporal summation of signals used to analyze texts at the word level does
not exceed the length of the longest word [41, 42], for example, equal to 20.

The relationship between words (the root stems of words) of a text is reduced in the
simplest case to associativity relations between them. That is, the sentences of the text, and
therefore the entire text, are reduced to listing pairs of adjacent words (first-second,
second-third, etc.).

The dictionary of the level of root stems is formed relatively simply: by counting the
frequency of occurrence of root stems in the text. Therefore, let us consider only the
formation of a dictionary of the semantic level in more detail.

3.1.1.Dictionary of the semantic level

The dictionary of the semantic level {Bi }6.is formed as a dictionary of pairwise
compatibility of the root stems of words: as a set of asymmetric pairs of events {< cicj >},
where ci and cj (root stems) are events connected by an associativity relation (joint
occurrence in a text sentence). T

hus, the text is reduced to a list of root stems of words and pairs of root stems of
words that (virtually) correspond to a homogeneous semantic network. That is, at the upper
levels of text analysis, one can proceed to the manipulation of semantic networks.

12 Mpobnembl nckyccTBeHHOro nHTennekta 2023 Ne 3 (30)
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3.1.2. Semantic network of text

The dictionary of the highest level is the dictionary of pairwise compatibility of root
stems in the text (dictionary of restrictions on compatibility), the dictionary of the semantic
level that is a virtual homogeneous (associative) directed semantic network. Indeed, if one
collects chains from pairs of words (more precisely, the root stems of words), chains with
loops and branches will be obtained. However, such a frequency network (where the
frequency of occurrence of individual words in the text is known, as well as the pairwise
occurrence of words in sentences of the text) is only the initial basis for obtaining the
actual semantic network. To recalculate the frequency of occurrence into a semantic
weight, the network is re-ranked using an iterative procedure similar to the Hopfield
network algorithm [45].

A directed homogeneous semantic network N is a graph, whose nodes correspond to
the root stems of the words of the dictionary {Bi }4.of the root stems of the words in the
analyzed text (corpus of texts, the language as a whole), and the arcs correspond to the
associative relation, that is, pairwise compatibility of the root stems of words in sentences
of the text.

Definition 1. A semantic network N is understood to be a set of directed pairs of
events {< cicj >}, where ci and cj are events interconnected by the associativity relation
(co-occurrence in a certain situation, eq.3):

N = {<cicj >}. 3)

In this case, the association relation is asymmetrical: < cicj >#< cjci >.

Definition 2. The weight zi of the event image ci in the network is a value of the
counter of occurrences of events in the input text.

3.1.2.Re-ranking of the associative network notions

The presentation of the composition of the root stems of words in the texts of the
language and their cohesion is a qualitative presentation of the text content. The analysis of
the text content should enable a quantitative assessment of both the ranks of the nodes of
this network and the characteristics of the links. Thus, when forming a network based on a
large corpus of texts, correct weight characteristics of nodes-notions are obtained: the
frequency of their occurrence approaches their semantic weight.

3.1.3.Re-ranking of the associative network notions

The presentation of the composition of the root stems of words in the texts of the
language and their cohesion is a qualitative presentation of the text content. The analysis of
the text content should enable a quantitative assessment of both the ranks of the nodes of
this network and the characteristics of the links.

Thus, when forming a network based on a large corpus of texts, correct weight
characteristics of nodes-notions are obtained: the frequency of their occurrence approaches
their semantic weight. When analyzing small texts, the frequency of occurrence no longer
characterizes the importance of the notion. In this case, to identify the ranks of nodes, the
weight characteristics of the notions of the associative network are re-ranked using an
iterative procedure similar to the Hopfield network algorithm [45], which enables the
transition from the frequency portrait of the text to the associative network of key notions
of the text (eq.4):

wi (t+ 1) = (3 wi (t) i,i# wij)o(E), 4)
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here wi (0) = zi ; wij = zijlzi ; and o(E) = 1/(1 + e —kE ) is a function that
normalizes to the average value of the energy of all nodes of the network E, where zi is the
frequency of occurrence of the i-th word in the text, and zij is the frequency of joint
occurrence of the i-th and j-th words in text fragments.

As a result of such re-ranking, the initial weights of words change. Words that are
connected in the network with a large number of words with large weights, including those
through intermediate words, increase their weights as a result of this procedure, while
weights of other words evenly decrease. The obtained numerical characteristic of words —
their semantic weight — characterizes the degree of their importance in the text.

For the analysis of text sequences, artificial neural networks based on non-binary
neurons with temporal summation of signals will be used. Non-binary neurons differ from
the binary neurons described above with temporal summation of signals (which are
convenient to use to explain the mechanism of structural processing in hand-waving terms,
but cannot be used to analyze real texts) by the presence of a generalized dendrite, which
receives a code sequence consisting of vectors as input.

3.2. Non-binary neuron with temporal summation of signals

Fig. 2 shows a non-binary neuron-like element with temporal summation of signals,
which has several (k) generalized dendrites (shift registers of length n), including an adder
and a threshold converter. In addition to dendrites, an adder, and a threshold device, the
neuron includes a memory area for recording heteroassociative information, and counters
that count the number of joint occurrences of the neuron address in the input code
sequence and information accompanying the address. As an input code sequence, a
sequence of k-valued feature vectors is used, the elements of which are non-negative real
numbers. Each of them enters its own shift register.

2 3 7 4 5
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Figure 2 — A non-binary neuron-like element with temporal summation of signals.

In this case, the pyramidal neurons of the third layer of the cortical column are
modeled by the so-called dynamic associative memory [41, 42] (hereinafter referred to as
DAM), which is a set (see Fig. 3) of neuron-like elements connected in parallel, storing in
the corresponding counters the joint occurrence of fragments of length n of the input code
sequence consisting of k-bit vectors and related information.

The set of neuron-like elements that make up the DAM is formed according to the
input information: the occurrence of meaningful information at the DAM input (n
successive k-valued feature vectors) leads to the occurrence in the DAM of a neuron-like
element with an address corresponding to the nxk-element matrix, which includes n
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consecutive k-valued feature vectors. In the DAM, as many neuron-like elements are
formed as needed to display the entire input code sequence

Neural-like elements with temporal summation of input signals, which are part of the
DAM, model with their addresses the nodes of the (nxk)-dimensional signal space.
Consider the formalism of information processing in such a non-binary DAM.

Let we have an (nxk)-dimensional signal space R nxk. For further presentation, we
introduce some notations and definitions.

rx(i)

: : - y(i)

¥ ¥y

- - -

Figure 3 — Dynamic associative memory as a set of initiated neurons.

Denote by {A} a set of code sequences formed by the signal periphery of some (for
example, speech) analyzer, whose elements are feature vectors that make up the input
sequences A= (... a1, a0, al, ..., ai, ... ), where ai is a k-valued feature vector, whose
components are non-negative real numbers (for example, cepstral coefficients in case of a
speech analyzer).

Denote by {4} a set of trajectories of sequences corresponding to the set of input
sequences {A}, whose elements di are points in the space R nxk , i.e. di € R nxk , where
di = (ai-—nxk+1 , ai-—nxk+2 , ... , ai) are successive fragments of the sequence A of
length n of k-valued vectors shifted relative to each other by one vector (by one period of
time) — coordinates of points of the multidimensional space R nxk .

Definition 3. A trajectory is a sequence of points di of the multidimensional space
R nxk , corresponding to the input code sequence A.

We introduce a transformation Fnxk (eq. 5):

Fnxk: A — A, Fnxk (A) = 4,
where A=(...,ai,...: ai € R nxk),
andA=(...,da2,d-1,..di,..)=
=(..., (anxk-1l,a—nxk,...,a-2), (a—nxk, anxk+1,...,a-1), ..., (ai—nxk+1,
ai-—nxk+2,...,ai),...). (5)
In a binary case (n=3) trajectory looks like at Fig. 4.

The introduced transformation Fnxk, which forms a trajectory in the nxk-
dimensional signal space, with the coordinates of the points given by n-term fragments of
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the original vector sequence A, is the basis for structural information processing (as in the
binary case). It has the associativity property of addressing to points of the trajectory A"
along an n-term fragment of the sequence A: any n vectors of the original sequence A
refer us to the corresponding point of the trajectory A.

1[:1511 L ,13( 110

A =(101100101011)

Figure 4. N-dimensional unit hypercube Ge , where n=3. The trajectory in the signal space
corresponds to the sequence A.

The associativity of the transformation (5) makes it possible to preserve the structural
topology of the information being transformed: identical fragments of the input sequence
are transformed into the same fragment of the trajectory, and different fragments into
different fragments of the trajectory. Since, in general, the input sequence A may contain
repeated n-term fragments, this involves the appearance of self-intersection points of the
trajectory (specifically, to the repeated passage of entire fragments of the trajectory).

Let us set a certain sequence J and a trajectory A" € R nxk corresponding to the
sequence A. Let us introduce the function M (14 6) that assigns an element of the sequence
J to each point of the trajectory A (eq. 6):

M(di ji+1) = [di Jji+1. (6)

The resulting trajectory [A]j will be called a trajectory (as in the binary case),
conditioned by the sequence J (eg. 7):

[4]) = M(Fnxk (A).]). (7

Definition 4. Thus, the function M records the sequence J at points of the trajectory
A (in association with the sequence A). Let us call this function a function of writing to
the memory, the sequence J an informational or conditioning sequence, the sequence A
a carrier sequence, and this way of writing — a hetero-associative recording.

Definition 5. The restoration of the information sequence J along the trajectory [A]]
conditioned by it and the carrier sequence A is implemented with the following function
(eq. 8):

R[AY =3, (8)
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where R is called a memory read function. In this case, an associative mapping
onto the multidimensional space of the carrier sequence A leads to the passage of points of
the corresponding trajectory A, which makes it possible to read the characters of the
sequence J.

Definition 6. Thus, having the carrier sequence and the trajectory conditioned by the
sequence J, the original information sequence can be reconstructed using the function (8).
We call this method of reproduction hetero-associative reproduction.

Let A be a carrier sequence. If the same sequence A is used as a conditioning
sequence, then we have a self-conditioning case. Obviously, in this case, the conditional
sequence can be obtained as follows (eq. 9):

[A]A= M (Fnxk (A),A),
where A= Fnxk (A). 9)

Definition 7. In case of self-conditioning, the information sequence can be
reconstructed using the function (eq. 10):

R([4]1A4) = A. (10)

Such a recording is called auto-associative recording, and such a reproduction is
called auto-associative reproduction. Thus, the use of functions M and R together with
the Fnxk transformation, which has the feature of associative addressing to information,
makes it possible to implement associative memory with the possibility of auto- and
hetero-associative recording/reproduction of information in a non-binary case as well.

3.2.1.Accounting for the frequency of occurrence of trajectories

In contrast to the binary case, where the transition frequency at the branch point is
taken into account using two counters, in the non-binary case this mechanism cannot be
implemented: the number of combinations of possible transitions is infinite, since the
trajectory is formed in the entire volume of the signal space. In natural neural networks,
this mechanism is implemented at the system level, taking into account the interaction of
individual neurons in cognitive networks, which is ensured by the thalamus. This
mechanism is beyond the scope of this work, so the problem is solved by simply taking
into account the combination of the address fragment and the address of the target point
(the address of the next neuron) in each individual case.

In other words, a separate neuron is allocated for each current point of the trajectory
and a specific current transition to the next address, so one single counter of this neuron
remembers exactly the number of repetitions of this combination. The dilemma of having
several neurons with the same address part is resolved by simply comparing the counters of
these neurons.

Returning to natural neural networks, it must be said that in real situations of
processing specific information, the thalamus selects a subnetwork that relates only to this
particular sensory input sequence, and therefore the number of neurons required to store
this particular information is relatively small.

Thus, just as in the binary case, the memory mechanism (11) is a counter fixing the
number of passages of a given trajectory point in a given direction Cdi. The use of these
counters makes it possible to determine the value of the most likely transition for a given
point. As well as the number of neurons required for memorization, the number of counters
is determined by the needs of a specific memorized array of information.
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Suppose that a carrier sequence A is defined, as well as a trajectory A generated by
this sequence. Then the counters Cdi for the i-th point of the trajectory A" for the t-th
moment of time are calculated as follows:

M(di, ai+l) =[di+1]=Cdi(t)=Cdi (t— 1)+ l|lai+1 €V s, (12)

where V s is a set of transition vectors ai+1 € R nxk for the neuron with a given

address. During reproduction, the states of the counters are analysed, and the current
character is formed depending on whether the following condition is met (eg. 12):

ai+l =R([di]) =R (Cdi (t)) | ai+t1 €V k. (12)

Such a memory mechanism is sensitive to the number of passages of a given point in
a given direction and makes it possible to characterize each point of the trajectory
regarding the frequency of occurrence in the input information sequence of any repeating
fragment. It is this mechanism that enables formation of dictionaries of repeating
fragments in the input information, being the basic mechanism for structural processing.

Let us introduce a threshold transformation H with a threshold h. Then the
superposition of the functions HARMFnxk(A) will enable selection of only those points of
the trajectory in the signal space that were passed at least h times.

The use of a training threshold transformation (according to the number of passages
of the trajectory) makes it possible to form dictionaries of repeating fragments (level-
forming elements of language levels in our case of speech analysis in input code
sequences).

3.3. Formation of a semantic network

An artificial neural network in this system is represented by a multilayer structure of
a set of parallel-connected neurons of dimension n=2, where, in the first layer, the neurons
form an address during training, consisting of the characters of the first two letters of the
root stem of each word and they remember their index, and in each subsequent layer the
address is formed from the index of the previous combination and the subsequent letter of
the root stem of this word.

3.3.1.Formation of a dictionary of root stems

Such an artificial neural network has several layers (for example, 20). In the first
layer, a twoterm combination of alphabetic characters is stored, and in subsequent layers,
the neuron index of the first layer and the next alphabetic character from the analyzed word
are stored. In addition to this information, a particular neuron remembers the frequency of
occurrence of this combination in the text.

The resulting state of a particular neuron is reached after the change in its state stops:
this means that this neuron is the final one in the combination of neurons containing
information on a specific root stem. Its memory stores the frequency of occurrence of this
root stem in the text.

Similarly, it is possible to track the presence of established collocations in the text.
However, in this case, the final state of the last neuron in the chain is reached with the last
combination, including the last character of the alphabet included in this collocation.

3.3.2.Formation of a dictionary of pairs of root stems

For the second level — semantic — one can also build a neural network, but it’s easier
to just memorize pairs of indices of root stems, so that later one can build a homogeneous
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(associative) semantic network from them, that can be manipulated in various ways,
comparing texts by meaning, classifying texts, clustering texts into groups, forming an
abstract, or a topical abstract of the text.

3.3.3.Formation of a homogeneous semantic network

Pairs of root stems from the dictionary of pairwise compatibility (semantic level)
virtually constitute a homogeneous (associative) directed semantic network with branches
and loops.

Frequency network. Both nodes and arcs of the primary network are normalized:
the former — by the frequency of occurrence of root stems in the text, the latter — by the
frequency of pairwise occurrence of root stems in sentences of the text.

To calculate the ranks of the network nodes corresponding to the ranks of notions in
the text, it is necessary to perform an iterative reweighing procedure, as a result of which
the ranks of the corresponding nodes become dependent on their connections with other
network nodes. The reweighing depth (number of iterations) is determined either as a result
of the convergence of the iterative process, or is set voluntarily (for example, is set equal to
10 — let’s choose the average number of words in a text sentence as such).

Re-ranking of network nodes. Re-ranking the frequency of occurrence into
semantic weight enables some intelligent procedures on texts and text corpora: extract
keywords, abstract, compare by meaning, classify, clusterize. n-gram model of the text.
Since there is no valid a priori knowledge about the equality of word allocations in various
positions of the line, a contextual reference through conditional probabilities is introduced
[46]. Therefore, we turn to an n-gram, and more specifically, to a “one-sided” n-gram
model, that is, a “right-hand” model adopted for using n-grams, in which the probability of
the next word in the line is determined depending on preceding (n — 1) words, which may
be written as p(wnjwl ... wn—1).

Topic tree. After building a semantic network from a set of word pairs {< wiwj >}
(in fact, from asterisks < wi < wj >>), after rearranging the nodes of the semantic network
(after iterative recalculation of their weights), one can construct a topic tree either for the
entire text, or only for some notion presented in the text, to which end the minimal tree
subgraph T is extracted from the network.

To extract the minimal tree subgraph from the semantic network, we choose a pair of
words (wi , wj ), where the main word has the highest weight among all pairs. Then this
pair is attached to all other pairs, where the main word is the same as that of the first pair <
wi < wj >>. To the resulting asterisk asterisks are then added, in which the main words
match the secondary words of the first asterisk. Here, two conditions are met: (1) if the
secondary word of any pair of the attached asterisk matches the main word of one of the
asterisks in the part of the topic tree already formed, the process stops at this point, and this
pair of this asterisk is discarded; (2) the weights of the secondary words of the attached
pairs are analysed, and if the weight of any secondary word of any of the attached asterisks
is less than a predetermined threshold value h, this pair is discarded, and the process in this
branch is terminated.

Definition 8. A topic tree T is a set of word pairs from the semantic network N
obtained using the procedure described above and satisfying conditions (1) and (2). If there
is more than one root node, the number of topic trees built matches the number of root
nodes.
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4. TextAnalyst, a program for automatic semantic analysis of texts

Using such an artificial neural network based on neurons with temporal summation
of signals, as well as a reweighing procedure, a software system for automatic semantic
analysis of texts “TextAnalyst” was implemented [47]. This technology enabled automatic
formation of a description of the semantics (structure) of the subject domain of the text, as
well as the functions of organizing the text base into a hypertext structure, automatic
summarizing, comparing and classifying texts, as well as the semantic search function.

4.1. Technology software implementation

The system is implemented as a tool for automatic generation of knowledge bases
using a set of natural language texts. The system kernel [48] is implemented as a software
component (inproc server) that complies with the Microsoft Component Object Model
(COM) specification.

The system kernel implements the following functions: normalization of grammatical
forms of words; automatic identification of basic notions of the text (words and phrases)
and their relationships with the calculation of their relative significance; formation of the
representation of the text (text set) semantics in the form of a semantic network.

In addition to the initial processing (preprocessing) unit, the system kernel includes
the following units (see Fig. 5): linguistic processor; unit for identification of text notions;
unit for semantic network formation; unit for semantic network storage.

4.1.1.Preprocessing unit

This unit is designed to extract text from a file (input data stream) and prepare it for
processing in the linguistic processor. Preparation of the text consists of removing
characters unknown to the linguistic processor, as well as the correct processing of such
text units as abbreviations, initials, titles, addresses, numbers, dates and time pointers.
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Figure 5 - The text analysis system contains a preprocessing unit (1), linguistic (2) and semantic (3)
processors. The linguistic processor includes dictionaries of: (4) delimiting words, (5) empty
words, (6) commonly used words, and (7) inflectional and (8) root morphemes. The semantical
processor, in turn, contains: (9) a unit of references to the text, (10) a unit for forming a semantic
network, (11) a unit for storing this semantic network, (12) a unit for identification of notions, and
(13) a control unit
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4.1.2.Linguistic processor

The linguistic processor preprocesses the input text (sequences of characters) based
on a priori linguistic knowledge common for the selected language (several European
languages other than Russian and English are currently supported) and performs the
following functions: segmentation of the text sentences based on punctuation marks and
special grammatical words; normalization of words and collocations — filtration of
inflections (endings) preserving only the root stems; filtration of semantically insignificant,
auxiliary words in the text (prepositions, numerals and most commonly used words with a
wide meaning are removed); and finally, marking of commonly used words.

Segmentation of sentences makes it possible to break the text into fragments
(sentences), which may contain terminological phrases of the subject domain, and to avoid
identifying inappropriate phrases at the junctions of such fragments.

As a result of preprocessing, semantically close words and phrases are reduced to the
same form (normalized). It is necessary to mark common words in order to exclude their
identification as independent terms in further analysis.

The base of general knowledge in the linguistic processor contains dictionaries, one
for the implementation of each of the four functions: a dictionary of sentence-delimiting
words, a dictionary of auxiliary words, a dictionary of inflections and a dictionary of
commonly used words.

4.2. Main functions of the TextAnalyst system

Based on the semantic network obtained as a result of text (corpus of texts)
processing, the following functions of text information processing are implemented: 1)
function of hypertext (knowledge base) structure formation, 2) ) navigation within the
knowledge base, 3) formation of a topic tree, 4) text summarization, 5) automatic clustering
of multiple texts, 6) text comparison (automatic text classification); and, finally, 7) function
of forming an answer to the user’s query, that is, formation of a topic summary.

After the semantic network is formed, the original text combined with hyperlinks to
the semantic network, becomes a hypertext structure. In this case, the semantic network
becomes a convenient means of navigating through the text. It makes it possible to explore
the basic structure of the text, moving from notion to notion through associative links. Using
hyperlinks, the user can move from any sentence directly to its context in the text. With the
same purpose, the user can use the minimal tree subgraph of the semantic network, a topic
tree. This contains hierarchically represented basic and subordinated network notions, where
lower-level notions explain the content of higher-level notions. The topic tree can also be
used to navigate through the knowledge base, as well as the semantic network, as it
resembles the table of contents of the text.

The semantic network with the numerical values of its components (notions and their
links) enables calculation of the weight of each sentence in the text. The set of sentences of
the text selected in the order of their appearance in the text, the weight of which exceeded a
certain threshold level, can be considered a summary of the text. The semantic network of
the studied text (or group of texts) can be broken down into subnetworks by removing weak
links from it. Each such subnetwork is grouped around a certain notion with the maximum
weight in this subnetwork. This notion refers to the topic of a part of the text or individual
texts that are grouped in this subnetwork. This automatic clustering makes it possible to split
a set of texts into headings.

Using the numerical values of the semantic network, one can compare the networks
of two texts in terms of calculating their intersection (common part). That is, one can
compare the degree of coincidence of texts in meaning. If a whole heading is taken as one of
the texts, then it is possible to estimate the degree to which the original text belongs to this
heading, that is, to automatically classify the texts.
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The system for the semantic analysis of texts also implements a semantic search
(forms a topic summary). The semantic search function, based on an associative hierarchical
representation of the information content in the database and on clustering and classification
functions, selects information corresponding to the user’s query, and structures it in
accordance with the similarity to the query.

This semantic search using associations provides the user with information that is not
explicitly specified in the query text but is related to it semantically (in meaning). Using this
approach does not lead to an increase in the amount of information provided to the user, but
rather to its careful selection and analysis by the main criterion — semantic similarity to the

query.

5. Applications

The TextAnalyst technology [47, 48] has been used in a number of applications to
solve practical problems of analyzing texts and quasi-texts (meaningful sequences of
images of various modalities), including: assessing the significance of specific notions in a
text (corpus of texts) — for example, ranking individual parameters when assessing human
capital assets [42]; assessments of the significance of texts (corpora of texts) within a
whole subject domain, for example, assessments of the productivity of individual
specialists and entire teams [42]; extraction of implicit information from author’s texts
[42]; automatic creation of electronic books with associative navigation [49]; analysis of
quasi-textual information, for example, the analysis of genetic links [42].

6. Next steps. Heterogeneous semantic network

The mechanisms described above can be extended by representing the text by a
heterogeneous semantic network instead of a homogeneous semantic network. At the
moment, the published literature does not provide mechanisms for the automatic formation
of heterogeneous semantic networks [50]. Nevertheless, there are tools (depending on the
analyzed language) [51], which allow revealing the extended predicate structure of
individual sentences of the text (up to 85% of the text volume). The TextAnalyst
technology and the tools discussed above make it possible to approach the creation of
applications for the formation of heterogeneous semantic networks.

The algorithm for automatic formation of a heterogeneous semantic network in this
case looks something like this. Based on a given text (corpus of texts), a homogeneous
semantic network is built. Then, for each pair of notions of the constructed homogeneous
semantic network, the links between these notions in the sentences of the text are revealed:
as many as many sentences contain a particular pair of notions. If the analysis of several
sentences containing a particular pair of notions results in the identification of one type of
links, this is taken into account in the formation of the weight of this pair (the weight of this
type of relationship in the heterogeneous semantic network). This is how associative links
are replaced by other types of links for all pairs of notions of the homogeneous semantic
network. Since existing applications do not allow restoring the extended predicate structure
for all sentences of the text, some links remain unchanged (associative).

The formation of a heterogeneous semantic network is a necessary condition for
solving a number of problems in text analysis. Therefore, the automation of this process is a
progress in this direction. It should be noted that in the process of replacing a homogeneous
semantic network with its heterogeneous version, the robust characteristics of the approach
deteriorate: the network is stratified, and the power of links decreases, that is, the
interpretive properties of the network representation are degraded.

7. Conclusion

The paper considered the issue of using the deep learning approach to solving
problems of automatic analysis of textual information. The presented approach is based on
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understanding the processes of information processing in the human mind, including
structural information processing in the columns of the cerebral cortex, which are modeled
by artificial neural networks based on neural-like elements with temporal summation of
signals (on the example of language information processing), as well as re-ranking the
weight characteristics of the notions in the semantic network in the hippo-campal lamellae.
The result of structural processing is a hierarchy of dictionaries of event images of various
modalities, the top-level dictionary of which (the dictionary of the semantic level, that is,
the dictionary of the admissible pairwise compatibility of event images) is used to build a
homogeneous semantic network, where the weights of the nodes (conceptual notions) are
re-ranked using an algorithm similar to the algorithm of an artificial Hopfield neural
network. The paper presents in detail the architecture of a neural network based on neuron-
like elements with temporal summation of signals, configured to process specific (textual)
information. The architecture of a software system is presented that is designed for
processing textual information, including a subsystem for identifying key concepts of a
text, as well as a subsystem for forming a semantic network of text based on pairs of key
notions identified in text sentences. Algorithms for the implementation of a system for
automatic semantic analysis of textual information are proposed on the example of their
implementation by the Moscow company MICROSYSTEMS, using the TextAnalyst
technology. This technology implements the following functions: formation of a semantic
network, comparison of texts by structure (by meaning), classification of texts and
automatic summarization of texts. Examples of the use of this technology in a number of
subject domains are presented, including those for: 1) information and analytical expert
evaluation of authors’ texts; 2) ranking individual characteristics of some entity and their
combinations presented in texts (for example, parameters of human capital assets); 3)
revealing implicit information in text perception (on the example of the analysis of texts by
V. Nabokov and J. Brodsky); 4) analysis of quasi-texts (for example, classification of the
results of the analysis of genetic quasi-texts, that is, signalling networks); 5) creation of e-
books. Finally, considerations are presented on the possibility of implementing automatic
construction of heterogeneous semantic networks.
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RESUME

Kharlamov Alexander, Samaev Eugeny, Kuznetsov Dmitry, Pantiukhin Dmitry
Semantic Text Analysis Using Artificial Neural Networks Based on Neural-Like
Elements with Temporal Signal Summation

Text as an image is analyzed in the human visual analyzer. In this case, the image is
scanned along the points of the greatest informativity, which are the inflections of the
contours of the equitextural areas, into which the image is roughly divided. In the case of
text analysis, individual characters of the alphabet are analyzed in this way; but as reading
skills are mastered, their groups (words) are perceived as whole objects, and then groups of
words and phrases are perceived. Next, the text is analyzed as repetitive language elements
of varying complexity. Dictionaries of level-forming elements of varying complexity are
formed, the top of which is the level of acceptable com-patibility of the root stems of
words (names) in sentences of the text, that is, the semantic level. In the case of digitized
text, the analysis is greatly simplified due to the absence of necessity to recognize
alphabetic characters. The level of semantics represented by pairs of root stems is virtually
a homogeneous directed semantic network. Re-ranking the weights of the network vertices
corresponding to the root stems of individual names, as occurs in the hippocampus, makes
it possible to move from the frequency characteristics of the network to their semantic
weights: vertices associated with many other vertices that have large weights increase their
weight to the detriment of other vertices. Such networks can be used to analyze texts that
represent them: one can compare them with each other, classify and use to identify the
most significant parts of texts (generate abstracts of texts), etc. Based on this approach,
software technology TextAnalyst was implemented for the semantic analysis of texts. The
frequency of occurrence of the root stems of words and pairs of root stems in sentences of
the text is analyzed with an artificial neural network based on neurons with temporal
summation of signals. The weights of the network vertices are re-ranked using a Hopfield-
like iterative algorithm. The resulting technology was used for informational and analytical
expert evaluation of texts, ranking of human capital assets parameters, extracting implicit
information from texts (using the analysis of texts by V. Nabokov and J. Brodsky as an
example), and classifying the results of genetic analysis (based on the analysis of signal
genetic networks).

PE3IOME

Xapnamos AnekcaHOp, Camaee EgeeHul, Ky3Heuyoe [mumpud,
lNaHmroxuH mumput
CemaHmuy4eckuli aHanu3 mekcma c Ucrosib308aHUEM UCKYCCMBEHHbIX
HeUpOHHbIX cemell Ha 0CHO8e HelipornodObHbIX 31IEMEHMO8 C 8PEMEHHbLIM
CYMMUPOBaHUEM CU2HasI08

TekcT Kak M300pakeHNE aHATM3UPYETCS B 3pUTEIHFHOM aHAIM3aTope denoBeka. [lpu
9TOM I/1306pa)KCHI/IC CKaHHUPYCTCA 110 TOYKaM HanOOoJIbIIIEN I/IH(I)OPME[TI/IBHOCTI/I, KOTOPELIC
MIPEACTABISIIOT COOOM TEpernObl KOHTYPOB JKBHTEKCTYyaJIBHBIX 00JIaCTEl, HAa KOTOPHIC
YCJIIOBHO ACIUTCA I/1306pa)KeHI/IC. B CJIy4ac aHaJIn3a TCKCTAa TaKUM 06pa30M AHAIIU3UPYIOT-
Cs OTACJIBHBIC 3HAKU aJ'ICbaBI/ITa, HO IO MEPE OBJIAACHUSA HABBIKAMH YTCHHSA HX TI'PYIIIbI
(CJ'IOBa) BOCIIPUHUMAKOTCA KaK CIIBIC O6’beKTBI, a4 3aTCM I'pYHIIbI CJIOB U ¢)pa3. I[aﬂee TEKCT
AHATIU3UPYETCA KaK IMOBTOPAIOIIMNECA A3BIKOBBIC 3JIEMCHTEI pa3n1/1qH0171 CJIOKHOCTH. CDOp'
MHUPYIOTCA CJIOBApU ypOBHGOGpEByIOH_II/IX JJIEMEHTOB pa3JlI/IqHOI>'I CJIOKHOCTH, BCleI/IHOﬁ
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KOTOPBIX SIBJIIETCS YPOBEHBb JOMYCTUMOW COYETAEMOCTH KOPHEBBIX OCHOB CJIOB (MMEH) B
NPEIOKEHUSIX TEKCTa, TO €CTh CEMaHTUYECKUH ypoBeHb. B ciydae omudpoBaHHOrO TekcTa
aHaJIM3 3HAYUTEJIBHO YIPOILACTCS B CBSA3H C OTCYTCTBUEM HEOOXOAMMOCTH PAacIiO3HABAHUS
OyKBEHHBIX CHMBOJIOB. YPOBEHb CEMAHTHKH, IPECTABICHHBIN MapaMyd KOPHEBBIX CTeOJeH,
IPAaKTHUUYECKHU IIPEJCTAaBISIET COOOH OJHOPOAHYIO HAINPABICHHYIO CEMAHTHYECKYIO CETb.
[lepepacmipenienneHne BECOB BEPLIMH CETH, COOTBETCTBYIOIIMX KOPHEBBHIM OCHOBAM
OTACJIbHBIX UMCH, KaK 3TO IMPOHUCXOAUT B T'MIIIOKAMIIC, ITO3BOJIACT HepeﬁTH OT 4aCTOTHBIX
XapaKTEPUCTHK CETH K X CEMaHTHYECKUM BECaM: BEpIINHBI, CBI3aHHBIC CO MHOTHMH JIPY-
TMMH BEpIIMHAMH, UMEIOIIMMH OOJIbIINE Beca, YBEIMYMBAIOT CBOM BeCc B ymepO APYruM
BepmMHaM. Takue ceT MOTYT OBITh HCIIOJB30BAHbBI JUI aHAJIM3a MPEACTABISIOMNX HX
TCKCTOB: UX MOKHO CpaBHUBATH MCKIY C060ﬁ, KHaCCI/ICI)I/II_[I/IpOBaTb, HUCII0JIb30BAaTh JI4A
BBIZICJICHUS] HanOoJIee 3HAYMMBIX YacTed TEKCTOB (TeHEPHPOBATh aHHOTAIMM TEKCTOB) U T.JI.
Ha ocHoBe 3Toro moaxona Obuta peann3oBaHa nmporpamMmmHas TexHonorus TextAnalyst ms
CEeMaHTUYECKOT0 aHaIM3a TeKCTOB. YacToTa BCTPEUaeMOCTH KOPHEBBIX OCHOB CJIOB U Tap
KOPHEBBIX OCHOB B IMPCAJTOXKCHUAX TCKCTAa AHAIHU3UPYCTCA C IMOMOIIBIO I/ICKYCCTBGHHOI;'I
HEWPOHHOI CeTH Ha OCHOBE HEHPOHOB C BPEMEHHBIM CyMMHpPOBAaHHEM CUTHaJIOB. Beca
BEPIIMH CETH IEPECTPAUBAIOTCS C IMOMOIIBIO HTEPAIIMOHHOTO AITOPUTMA, MOO00HOTO
anroputMy Xondunaa. [TomydeHHas TeXHOJOTHS ObUIa HCIIOJIb30BaHA VISl HHPOPMALOHHO-
AQHAMTUYIECKON AKCIIEPTH3HI TEKCTOB, PAH)KUPOBAHMS MTAPAMETPOB YEIIOBEUECKOTO KaluTaa,
U3BJICYCHHS HESIBHON MH(OPMAIMU U3 TEKCTOB (Ha IpuMepe aHanmusa TekcroB B. HaGokosa u
Hocuda Bpoackoro), K1acCUUKAIMU Pe3yNIbTATOB IeHETHUECKOro aHaM3a (Ha OCHOBE
aHaJIM3a CUTHAJIBHBIX TCHETHYECKHUX CeTel).

XapaamMoB AJjiekcaHAp AJIEKCAHAPOBHY — JOKTOp TEXHUYECKUX HAyK, CTapIINN
Hay4YHbIM cOTpyIHUK, IHCTUTYT BBICIIEH HEPBHOM AesTeNnbHOCTH U Helpodusuonoruu PAH;
MI'JTY, BII3; MockoBckuii (pu3MKO-TEXHUYECKOTO MHCTUTYT, T. MOCKBa; CTapIIMii Hay4HbIN
COTPY/HUK, podeccop Kadeapsl NPUKIATHON U SKCIEPUMEHTATBLHOMN JIMHIBUCTHKY; Ipodeccop
JierapTaMeHTa IporpaMMHON MHXKeHeprH; ipodeccop kadeapbl HHTEIUIEKTYyaIbHBIX HHPOpMa-
IIMOHHBIX CUCTEM M TexHoJorun. Odnacms HayuHbix uHmepecos: HeupouHpopmaTrka, ceMaH-
TUYECKHE TPEACTaBICHUs, aBTOMaThdeckass oOpaboTka TEKCTOB, MHTErpajbHbIE POOOTHI,
(uzuonoruii cercopubix cucrem, kharlamov@analyst.ru
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